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ABSTRACT

Downwelling radiation in six regional models from the Arctic Regional Climate Model Intercomparison
(ARCMIP) project is systematically biased negative in comparison with observations from the Surface Heat
Budget of the Arctic Ocean (SHEBA) experiment, although the correlations with observations are rela-
tively good. In this paper, links between model errors and the representation of clouds in these models are
investigated. Although some modeled cloud properties, such as the cloud water paths, are reasonable in a
climatological sense, the temporal correlation of model cloud properties with observations is poor. The
vertical distribution of cloud water is distinctly different among the different models; some common features
also appear. Most models underestimate the presence of high clouds, and, although the observed preference
for low clouds in the Arctic is present in most of the models, the modeled low clouds are too thin and are
displaced downward. Practically all models show a preference to locate the lowest cloud base at the lowest
model grid point. In some models this happens also to be where the observations show the highest occur-
rence of the lowest cloud base; it is not possible to determine if this result is just a coincidence. Different
factors contribute to model surface radiation errors. For longwave radiation in summer, a negative bias is
present both for cloudy and clear conditions, and intermodel differences are smaller when clouds are
present. There is a clear relationship between errors in cloud-base temperature and radiation errors. In
winter, in contrast, clear-sky cases are modeled reasonably well, but cloudy cases show a very large inter-
model scatter with a significant bias in all models. This bias likely results from a complete failure in all of
the models to retain liquid water in cold winter clouds. All models overestimate the cloud attenuation of
summer solar radiation for thin and intermediate clouds, and some models maintain this behavior also for
thick clouds.

1. Introduction

Although anthropogenic climate change is a global
issue, climate change is most pronounced in the Arctic.
The current warming trend in the Arctic is about 2
times that of the global average (MacBean 2004; Ser-
reze and Francis 2006) and is projected to continue
through this century (Kattsov and Källén 2004; Holland
and Bitz 2003). Arctic climate change has therefore

come to the forefront of climate science during the last
decade (see, e.g., Arctic Climate Impact Assessment
2005). Despite much attention, there is still no consen-
sus on specific reasons why climate change is acceler-
ated in the Arctic, although several hypotheses have
been suggested (see, e.g., Arctic Climate Impact As-
sessment 2005). In an interdisciplinary study, Overpeck
et al. (2005) concluded that the Arctic system is “head-
ing toward a new super-interglacial state.” They find
that the current trajectory of the Arctic climate system
suggests this new state will be characterized by substan-
tially less permanent ice and snow, which will have far-
reaching effects on animal, plant, and human life. They
also conclude that there are no obvious or currently
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DOI: 10.1175/2008JAMC1845.1

© 2008 American Meteorological Society

JAMC1845



well-understood feedbacks within the Arctic system
that can reverse or even slow this development.

Cloud feedback effects lie at the heart of this discus-
sion, yet cloud modeling remains a challenge in today’s
climate models. Sensitivity to cloud processes is identi-
fied as the main uncertainty in climate modeling (Stain-
forth et al. 2005; Solomon et al. 2007). Clouds have a
major impact on the radiation budget at the surface and
on the climate system as a whole; thus, it is vital to
assess how models handle the description of clouds.
Clouds are subgrid-scale features in models and there-
fore must be parameterized. Although different models
employ unique cloud parameterizations, each is typi-
cally based on empirical evidence, usually from data
collected at lower latitudes. Several studies suggest that
Arctic cloud processes are not always identical to those
at lower latitudes. For example, Intrieri et al. (2002)
found a sizeable fraction of clouds containing liquid
water, even in the cold Arctic winter, which have a
potentially large effect on the surface longwave radia-
tion (Shupe and Intrieri 2004; Prenni et al. 2007). More-
over, summertime studies indicate a low number con-
centration of cloud condensation nuclei (CCN) in the
Arctic (Covert et al. 1996; Heintzenberg et al. 2006),
affecting the shortwave optical properties of the clouds.

A major problem when assessing parameterizations
in global models is the nonlinear behavior of the cli-
mate system and its many degrees of freedom. It is
therefore difficult to compare details among models.
Model climates will tend toward different states on
many scales, thereby making comparisons of model er-
rors and feedbacks difficult. These complexities make
direct comparisons to single-point observations almost
impossible. Regional climate modeling is a very pow-
erful tool in both these contexts. By prescribing ana-

lyzed lateral boundary conditions, the same large-scale
meteorological context can be imposed in many mod-
els. Using a reasonably small model domain, regional
models are constrained to follow a particular large-
scale flow for a particular time period, facilitating com-
parisons with specific site observations and among
models.

Within the Arctic Regional Climate Model Intercom-
parison Project (ARCMIP; Curry and Lynch 2002;
http://curry.eas.gatech.edu/ARCMIP/index.html)
framework, Rinke et al. (2006) compared the adher-
ence of the large-scale flow patterns in different models
with the forcing analyses. Tjernström et al. (2005, here-
inafter TEA05) investigated the model performance for
the surface heat fluxes in the Arctic using the same
model runs. Both papers conclude that the regional
models remain reasonably faithful to the large-scale
flow; however, TEA05 found significant problems with
the surface energy balance. Although the turbulent
heat fluxes showed only a small annual bias, they also
included very large random and systematic errors. Tur-
bulent heat fluxes were typically overestimated, regard-
less of sign, and were poorly correlated to observations.
A near-zero annual bias thus resulted from a cancella-
tion of large positive and negative random errors. The
radiation fluxes, in contrast, showed relatively good
correlations with the observations, but instead suffered
from significant persistent biases.

This study focuses on downwelling radiation at the
surface and its relation to modeled cloud properties.
The surface net radiation balance additionally depends
on the surface temperature and surface albedo, adding
a complex error interaction. The focus on downwelling
radiation in this study is an attempt to isolate the im-
pact of clouds on surface radiation. It can be argued

TABLE 1. Summary of participating models. For vertical grid system type, “Z” indicates a geometric system and “P” indicates a system
based on pressure; different scaling may have been applied to account for terrain height. For the cloud schemes, ARCSYM, COAMPS,
and Polar MM5 use separate prognostic equations for solid vs liquid, cloud water, and precipitation. HIRHAM, RCA, and REMO carry
a single equation for cloud water, determine liquid and ice fractions based on temperature, and analyze all precipitation in each column
of the model at each time step; SW is for shortwave and LW is for longwave radiation.

Model name, Name of responsible group

Vertical grid

Time step (min)No. (total/below 500 m) Lowest level (m) Type

ARCSYM University of Colorado 23/4 35–40 P 2.5

COAMPS Stockholm University 30/7 15 Z 1.5

HIRHAM Alfred-Wegener Institute 19/3 25–30 P 5

Polar MM5 University of Colorado 23/4 30–50 P 2.5

RCA Swedish Meteorological and Hydrological Institute 24/3 70–85 P 30
REMO Max-Planck Institute for Meteorology 20/3 55–65 P 5
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that multiple reflections between clouds and a surface
of snow and ice are important (Wyser et al. 2008). The
observed downwelling shortwave radiation has a con-
tribution from radiation reflected by the bottom of the
cloud that has already having been reflected at least
once from the surface. An error in surface temperature
is also likely to have an impact on the temperature of
low clouds (TEA05) and thus on the downwelling long-
wave radiation. It is very difficult to determine how
these processes are handled in different models, and
focusing on downwelling radiation is a first step toward
understanding how clouds affect the energy balance at
the Arctic surface in these models.

2. The ARCMIP program

ARCMIP aims to identify model deficiencies and to
improve the description of Arctic climate processes in
numerical models through controlled regional model
experiments. The strategy is to use regional models to
improve global climate modeling. In a regional model,
the larger-scale climate is controlled (or forced) by pre-
scribing the lateral boundaries from global analyses.
Systematic errors in the regional models that are not
due to the forcing are likely attributed to deficiencies in
their description of subgrid-scale processes (i.e., the pa-
rameterizations). The higher spatial resolution in a re-
gional model than in a global model allows for a better
representation of important feedback processes. Four
previous papers (TEA05; Rinke et al. 2006; Inoue et al.
2006; Wyser et al. 2008) describe various aspects of the
model intercomparison experiment.

The first ARCMIP experiment is a 13-month-long
simulation of the western Arctic, from September 1997
through September 1998, in coordination with the year-
long Surface Heat Budget of the Arctic Ocean (SHEBA;

Uttal et al. 2002) field program. All models (see Table
1) were set up on a common domain over the western
Arctic, using the same target resolution of about 50 km.
Vertical resolutions and numerical details were differ-
ent in each model. Lateral boundary forcing was pro-
vided at 6-h intervals using European Centre for Me-
dium-Range Weather Forecasts (ECMWF) operational
analyses. Ice and sea surface temperature (SST) and ice
fraction were prescribed from Advanced Very High
Resolution Radiometer (AVHRR) and Special Sensor
Microwave Imager (SSM/I) satellite observations, re-
spectively. The surface temperature over land was de-
rived from each model’s surface energy balance calcu-
lations. One additional run with the Coupled Ocean–
Atmosphere Mesoscale Prediction System (COAMPS)
model also used a simplified parameterization for the
energy balance at the ice surface (this run is referred to
as “COAMPS Ice”). It is worth emphasizing that all
simulations were run continuously through the whole
year without the benefit of data assimilation, essentially
allowing systematic errors to grow. However, the analy-
ses on the lateral boundaries from ECMWF are taken
from a data assimilation cycle in which soundings and
surface observations from SHEBA were ingested.

The models have different cloud parameterizations
falling into two main categories (see Table 1). Three of
the models [COAMPS, the Arctic Regional Climate
System Model (ARCSYM), and the polar version of
the fifth-generation Pennsylvania State University–
National Center for Atmospheric Research Mesoscale
Model (Polar MM5)] carry separate prognostic equa-
tions for solid and liquid water phases of both cloud and
precipitation. HIRHAM [HIRHAM derives from its
parent models, the High-Resolution Limited-Area
Model (HIRLAM) and the Max Planck Institute for
Meteorology GCM ECHAM, which itself is derived

TABLE 1. (Extended)

Prognostic moist
variables (No./type)

Cloud scheme
reference

Radiation scheme
reference

Effective radius
(liquid/ ice) (�m)

Main model
reference

4/ice and liquid, cloud
and precipitation

Hsie et al. (1984) Hack et al. (1993);
Mlawer et al. (1997)

10(SW)
7(LW)/40

Lynch et al. (1995)

4/ice and liquid, cloud
and precipitation

Rutledge and Hobbs (1983) Harshvardhan et al. (1987) 5–45/10–60 Hodur (1997)

1/total cloud water Roeckner et al. (1996) Roeckner et al. (1996) 4–24/12–80 Christensen et al.
(1996)

4/ice and liquid, cloud
and precipitation

Reisner et al. (1998) Hack et al. (1993) 10/14.6 Cassano et al. (2001)

1/total cloud water Rasch and Kristjánsson (1998) Sass et al. (1994) 4–24/15–80 Jones et al. (2004)
1/total cloud water Roeckner et al. (1996) Roeckner et al. (1996) 4–24/12–80 Jacob (2001)
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from models at ECMWF and Deutsches Klimarechen-
zentrum, Hamburg], the Rossby Center Atmospheric
Model (RCA), and the German Weather Service re-
gional model (REMO) carry only a single cloud water
variable and distinguish between cloud ice and liquid
using empirical temperature relationships. The latter
three also release all precipitation in each model col-
umn during every model time step and do not allow for
precipitation to be advected or to be stored in the col-
umn between time steps. See TEA05 for a discussion of
other aspects of the models.

All model results were output every 3 h and were
compared with observations from the SHEBA (Uttal et
al. 2002) experiment. The radiation data are from the
Atmospheric Surface Flux Group (ASFG) instru-
mented tower (Persson et al. 2002); also used are data
from radiosoundings performed throughout the year
(C. Bretherton and S. de Roode 2006, personal com-
munication). Cloud observations are from surface-
based remote sensing observations described in Intrieri
et al. (2002), mainly from microwave radiometry, cloud
radar, and lidar (see Moran et al. 1998; Alvarez et al.
1998). Cloud boundaries were analyzed directly from
the output from these instruments; the cloud liquid and
ice water paths come from retrievals applied to these
remote sensing observations described in Shupe et al.
(2005, 2006). The estimated error in the derived cloud
liquid water path (LWP) is �25 g m�2, and the uncer-
tainty in the ice water path (IWP) is substantially larger
but also more difficult to assess; about a factor of �2 is
a reasonable estimate (Shupe et al. 2005).

3. Results

a. Radiation

Figures 1–3 summarize the downwelling radiation er-
rors in all models; an error is defined as model results
minus observations. For the shortwave radiation (Fig.
1a), only data for which the sun is more than 10° above
the horizon are used. Figure 1, based on 3-hourly data
for the whole year utilizing the Taylor diagram1 con-
cept (Taylor 2001), confirms conclusions from TEA05
that correlations between modeled and observed ra-
diation are relatively high and RMS errors are rela-
tively small. The shortwave radiation correlations to
observations are relatively good in all models, �0.7–0.9.
Moreover, the modeled variability is also roughly

1 In a Taylor diagram, the agreement between two datasets
(here, modeled and observed time series) is described by an angle
and a radius in a polar coordinate system. The angle is given by
� � cos�1 (r), where r is the correlation coefficient between the
datasets, which is also displayed on the outer circle of the diagram.
The length of the radius a is determined by the standard deviation.
All standard deviations are normalized by the observed standard
deviations. The black dot on the abscissa represents the observa-
tions: it lies on the unity circle because the standard deviation of
the observations divided by itself is unity, and on the abscissa
(� � 0) because the correlation coefficient of the observations to
itself is unity. Simple trigonometry shows that the straight distance
between this dot and a point representing a model result is pro-
portional to the model RMSE. Multiple possible combinations of
correlation and variability may thus cause a given RMSE. Results
from a perfect model would lie on the black dot; farther distances
from this dot indicate poorer model results.

FIG. 1. Taylor diagrams showing modeled errors in downwelling (a) shortwave and (b)
longwave radiation (W m�2) at the surface for the whole SHEBA year. The different models
are represented by the first letter in the model name, except for REMO (Re) and COAMPS
Ice (Ci). The distance from the origin denotes the std dev of each model normalized by the
observed std dev, also given in the top left of each plot. The black dot on the abscissa denotes
the std dev of the observations normalized by itself (i.e., unity), which is where a perfect model
would lie. The angle to the abscissa denotes the cosine of the correlation coefficient to the
observations. Also given in the top right of each plot is the annual bias for each model.
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correct, as indicated by the clustering of all models
on the (dashed) unity radius. RCA and Polar MM5
have a very small positive annual bias; the rest of the
models have a negative bias, with the largest in REMO,
followed by HIRHAM and COAMPS Ice. The long-
wave radiation results (Fig. 1b) are even more closely
grouped with correlations ranging from 0.8–0.9, but
here the annual bias is negative in all models, although
small in RCA and REMO. The largest error is found in
Polar MM5, followed by both COAMPS runs. Figure 2,
using the same data, shows the annual error probability

density functions (PDFs) for all models. These usually
peak at negative values, from approximately �40 to
�20 W m�2 for the shortwave and from approximately
�25 to 0 W m�2 for longwave radiation; the PDF for
longwave radiation in Polar MM5 has an unexpected
bimodal distribution.

Resolved in time using weekly averages for the 1998
summer season (Fig. 3), the error in incoming solar
radiation is the smallest early and late in the season,
with peaks of surplus solar radiation at times in spring
and autumn when the sun starts and stops being impor-

FIG. 2. Relative PDFs of the modeled errors in downwelling (a) shortwave and (b) longwave
radiation at the surface (W m�2). Longwave radiation is calculated for the whole SHEBA
year; shortwave radiation is only calculated for times when the solar zenith angle is smaller
than 80°.

FIG. 3. Time series of the weekly averaged modeled errors in downwelling (top) shortwave
and (bottom) longwave radiation at the surface (W m�2) for the whole SHEBA year. For
shortwave radiation, only the summer of 1998 is shown. The gap in the longwave record results
from instrument problems.
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tant for the surface energy balance. Between these
times, roughly weeks 18–27 of 1998, the model errors
are scattered between 0 and �100 W m2. During these
midsummer weeks, Polar MM5 and RCA have the
smallest errors, sometimes positive and sometimes
negative, and REMO has the largest negative error; the
remaining models are scattered around ��50 W m2.
For longwave radiation, data from the entire experi-
ment are used. There is, for some unknown reason, a
distinct difference between the autumns of 1997 and
1998. From October 1997 until that end of the year, the
error is negative in all models except RCA, between 0
and �50 W m2. After a gap in the data (due to insuf-
ficient observations to form weekly averages) the mod-
els group into two regimes: RCA, REMO, HIRHAM,
and ARCSYM with a smaller negative error and both
COAMPS runs and Polar MM5 with a larger negative
error. The RCA error is in general close to 0; Polar
MM5 has the largest negative error. About 20 weeks
into 1998, which is early in the melt season, the model
errors become smaller and very similar to each other,
except for in Polar MM5 where the error remains as
earlier, ��50 W m2. It is also worth noting that the
time period when the shortwave deficit is the largest
(weeks 18–28) is also a period when the longwave ra-
diation error is, on average, slightly positive (except for
in Polar MM5 and HIRHAM). These biases are con-
sistent with an overprediction of cloud optical thickness
during summer, leading to both excess longwave emis-
sion and shortwave attenuation. For the total radiation
at the surface, the shortwave and longwave effects are
partially offsetting.

Considered over the full year, the model ensemble
average error represents a substantial deficit in incom-
ing radiation at the surface, which in a coupled model
system would have a detrimental effect on the melting
and freezing of sea ice. Note, however, that among the
different models errors in downwelling surface radia-
tion balance may or may not be offset by, for example,
compensating errors in surface albedo or temperature.
Individual models may therefore still provide reason-
able results for other parameters, although possibly for
the wrong reasons. There is no reason to expect that
such compensating errors should remain in balance for
a changing climate, for example if the Arctic should
become ice-free in summer, as suggested by several
models (e.g., Arctic Climate Impact Assessment 2005).

b. Cloud representation

Because clouds play a major role in determining the
radiation at the surface, it is expected that systematic
model biases in the surface downwelling radiation may
be caused by the model representation of clouds, the

cloud–radiation interaction, or both. Evaluating an an-
nual cycle of modeled cloud water content is compli-
cated because that property is difficult to robustly ob-
serve. Thus, here we focus on comparisons of observed
and modeled cloud geometry, column-integrated quan-
tities such as liquid and ice water paths, and on longer-
term statistics rather than on one-to-one correspon-
dence.

1) CLOUD GEOMETRY

In the model data, thresholds of cloud water content,
regardless of phase, determine cloud boundaries. The
observed cloud geometry is based on thresholds of lidar
and radar reflectivity, and are also independent of
phase and do not distinguish cloud from precipitation.
Some differences between models and observations
may thus be artifacts of defining these thresholds dif-
ferently.

The relative frequency of cloud-base height for the
lowest observed and modeled clouds is presented in
Fig. 4. Observations indicate a lowest cloud base (LCB)
most often near 100 m, higher than in the majority of
models. However, the lowest-level observations (�100
m) are impacted by different, and sometimes variable,
minimum observation heights by the lidar and radar.
Thus, some observations at these levels may be biased
high, and the strong peak at 100 m is likely overesti-
mated at the expense of the lower levels. The highest
frequency of LCB for RCA and REMO is �100 m,
which happens to be the height of the first vertical
model level in these models (see Table 1), possibly
making this agreement fortuitous. Both COAMPS
runs, ARCSYM, and Polar MM5 seem to favor lower
LCBs but also have higher model resolution near the
surface. The COAMPS runs suggest a tendency for ei-
ther very low cloud bases (�15 m) or a cloud base
slightly higher than 500 m. A similar trend is found for
Polar MM5 and HIRHAM except the second maxi-
mum is higher, near 2 km. Most models have a ten-
dency to underestimate the frequency of LCBs in the
middle to upper troposphere. Winter and summer LCB
frequencies are also included in Fig. 4. In winter, both
COAMPS runs, ARCSYM, and RCA indicate cloud
bases nearly always at their first model level, compen-
sated by a significant underestimation of the frequency
of higher LCBs, especially in COAMPS. Apart from an
overestimation of low-level cloud bases in winter,
HIRHAM and REMO broadly agree with observa-
tions. Polar MM5 has very few occasions with low cloud
bases in winter but has a reasonable occurrence of
higher cloud bases. During summer, REMO and RCA
continue to simulate LCBs most often at the first model
level. Both COAMPS runs suggest a significant reduc-
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tion of the occurrence of LCB at the first vertical model
level, compensated by elevated LCBs at �500 m. All
models except HIRHAM underestimate the occur-
rence of high LCBs.

The frequency of occurrence of the lowest cloud-top
height is restricted to single-layer clouds (see Fig. 5a). It
is apparent that all models overestimate the occurrence
of lowest cloud tops (LCTs) below 700 m and vice versa
at higher altitudes. Observations of LCTs (which were
not expected to be biased due to range gate heights)
indicate LCTs occurred most often between �800 m
and �2 km. Because the LCBs were most often ob-
served near 100 m (Fig. 4a), this indicates common rela-
tively thick low-level clouds during the SHEBA year.
Although models do tend to simulate very low cloud
bases, the preference for lower LCTs leads to single-
layer low-level clouds that are too thin and possibly
systematically displaced downward. Throughout the
free troposphere, simulated LCTs typically occur less
frequently than observed; models favor single cloud
layers confined to lower levels. Observations indicate
lower cloud tops during winter with a slight increase
during summer. Models show a similar trend, particu-
larly in ARCSYM and Polar MM5.

The highest observed and modeled cloud top heights,
regardless of number of cloud layers, are shown in Fig.
5b. Observations indicate a quasi-constant relative fre-
quency of highest cloud tops (HCTs) through 0.7–7 km,
with the largest values near 7 km. The majority of mod-
els capture the relative maximum of occurrence in HCT
near 7 km; HIRHAM overestimates the occurrence of
cloud tops at this altitude and ARCSYM underesti-
mates it. Lower in the atmosphere, all models simulate
an overabundance of HCTs below �500 m; ARCSYM,
RCA, and REMO simulate their respective HCT fre-
quency maxima below roughly 200 m.

The frequency of observed and modeled numbers of
cloud layers is shown in Fig. 6. Before discussing these
results, it is worthwhile to note differences in how cloud
layering is modeled and observed. In the models, layers
are defined using cloud water, excluding precipitation;
the layering only takes into account the clouds them-
selves. In the observations, this distinction between
cloud and precipitation is difficult to make. Thus, two
or more layers of clouds with precipitation falling be-
tween and through them will often be observed as one
layer. It would therefore be natural to expect cases with
multilayer precipitating clouds to contribute to a bias in
the observations toward fewer observed cloud layers.
The observations indicate that single-layer clouds were
observed most often but that two cloud layers also oc-
curred frequently. All models, except Polar MM5, also

FIG. 4. PDFs for the lowest cloud-base height in meters for all
models for (a) the whole SHEBA year and for (b) winter and (c)
summer.
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show a preference for one or two cloud layers, in broad
agreement with the observations (e.g., Intrieri et al.
2002). Polar MM5 indicates a maximum frequency of 0
(cloud free) or a single cloud layer. Both COAMPS
runs and RCA have significantly lower occurrences of
clear skies. The majority of models have a somewhat
larger frequency of more than two cloud layers; both
COAMPS runs, ARCSYM, and RCA more often simu-
late multiple cloud layers than are observed. Recall,
however, that fewer cases observed with several cloud
layers may be an artifact of the observational technique
(see discussion above). Overall, HIRHAM and REMO
cloud-layer statistics conform well to the observations
in this context.

2) CLOUD WATER

Figure 7 shows the error analysis of modeled cloud
water paths again using Taylor diagrams. Neither the
liquid- nor ice-water path is well simulated with any of
the models in terms of correlations or RMSE, although
the correlation for the liquid-water path, at 0.2–0.5, is
slightly higher than for the ice-water path, at �0.3. The
modeled LWP variability relative to the observations,
at 0.5–2, is higher than for IWP, which is systematically
low, at 0.1–1. Although the annual bias in LWP can be
either negative or positive among the models, it is con-
sistently negative for IWP, except for in RCA. As ex-
pected from the strong annual temperature cycle in the
Arctic (e.g., TEA05), there is a substantial annual cycle
in LWP (Fig. 8a) of more than an order of magnitude.
Nonetheless, all models manage to overestimate this
cycle because although all models have a reasonable
LWP in summer, they all underpredict LWP in win-
ter. In fact, all three models with more sophisticated
moist physics have no liquid water in winter; the three
models employing a simpler scheme predict some liquid
but still much too little. In summer, COAMPS and
ARCSYM temporarily overpredict LWP, but also have
long periods with quite reasonable results; however,

Polar MM5 consistently underpredicts cloud liquid.
IWP, in contrast, has a much weaker annual cycle (Fig.
8b) in both observations and models. However, the
IWP magnitude is very different in the different mod-
els. Given the large uncertainty in the observations,
ARCSYM consistently underpredicts IWP, and
COAMPS and Polar MM5 underpredict IWP in sum-
mer. RCA has marginally high values, mostly during
the summer half of the year. There is a high degree of
IWP variability between days 0 and 60 that appears to
be well captured by a few of the models.

Figure 9a shows PDFs of total cloud water path
(CWP, liquid plus ice) for models and SHEBA obser-
vations. The models tend to overpredict, sometimes
by a factor of 2, the frequency of low CWP events.
In contrast, the frequency of cases with 50 g m�2 �
CWP � 400 g m�2 is too low for all models except in
RCA. Polar MM5 significantly underestimates the fre-
quency of cases with CWP � �50 g m�2, with the op-
posite bias for very small CWPs. Defined as a CWP �
0.1 g m�2, cloud-free conditions almost never occur in

FIG. 6. PDFs of the number of cloud layers in the observations
and model simulations for the whole SHEBA year.

FIG. 5. As in Fig. 4, but for the (a) lowest single-layer cloud top and (b) highest cloud top
for the whole SHEBA year.
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RCA and occur much too often in Polar MM5 (also see
the cloud layer statistics in Fig. 6), but the other models
seem more reasonable. Figures 9b and 9c demonstrate
how these results are related to cloud water phase.
Most of the models agree well with the observations of
IWP for moderate and low values, but the PDFs for
IWP fall off too rapidly at higher values (Figs. 9b).
For LWP, almost all models underestimate the occur-
rence of moderate and high values (Figs. 9c), but both
COMAPS runs and ARCSYM overestimate the fre-
quency of the very largest values.

ARCSYM, Polar MM5, and RCA deviate signifi-
cantly from the observations, but in different ways.
ARCSYM severely underestimates the occurrence of
cloud ice at any amount; Polar MM5 severely underes-
timates occasions with high IWP. Polar MM5 also un-
derestimates LWP over the whole range, leading to a
pronounced underestimation of total cloud water. RCA
overestimates the frequency of moderate IWPs but un-
derestimates the frequency of the lowest and the high-
est IWPs. These discrepancies explain most of this
model’s deviation from the observed CWP.

There are also differences in how each model distrib-
utes water between ice and liquid. Figure 10 shows the
annual PDFs of the fraction of LWP to total CWP when
clouds are present. Note that a fraction lower than unity
does not necessarily indicate mixed-phase clouds; si-
multaneous nonzero values of LWP and IWP can result
from liquid and ice clouds at different altitudes. An
underestimation of, for example, cirrus clouds with a
reasonable estimation of stratocumulus may thus mani-
fest itself into a fraction that is too high. The observa-
tions have a rather flat PDF, with liquid water some-
what more often dominating over ice. Polar MM5
closely follows this behavior; all the other models have
significant deviations. Note, however, the systematic
underestimation of both liquid and ice cloud water by
Polar MM5 shown in Figs. 8 and 9; this is thus a case of
good agreement for the wrong reasons. The two re-
maining models with separate prognostic equations for
ice and liquid, COAMPS and ARCSYM, tend to al-
most always have much more liquid than ice and very
seldom more ice than liquid. All three models with a
single total cloud water prognostic equation have the

FIG. 8. Time series of weekly averaged (a) LWP and (b) IWP (g m�2) from all models and
the observations.

FIG. 7. As in Fig. 1, but for the (a) LWPs and (b) IWPs (g m�2) for the whole SHEBA
year.
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opposite behavior; IWP dominates more often while
LWP seldom dominates.

Errors in modeled clouds may emerge due to errors
in available moisture. Figure 11 shows model biases in
integrated water vapor (IWV) from SHEBA soundings
and how they relate to cloud water. Clearly there is a
similar intermodel behavior in IWV errors (Fig. 11a),
with a near-zero or slightly positive model bias for
low values (IWV � �7–8 kg m�2), typically during
winter, and pronounced negative errors for larger ones
(IWV � 12 kg m�2), typically during summer. The larg-
est intermodel differences occur for IWV � 15 kg m�2,
with the largest error in ARCSYM from approximately
�4 to �6 kg m�2 and the smallest in REMO from only
approximately �2 to �4 kg m�2. Even larger biases
appear for IWV approaching 20 kg m�2; these are omit-
ted here due to a very small number of occurrences. It
is not clear what is causing these errors. The amount of
water in the vertical column of any regional model is a

balance between what is forced upon the model at the
lateral boundaries, surface moisture flux, condensation
to clouds, and loss by precipitation. In each model, the
description of moist processes is tuned together with all
the other physical processes to provide an optimal per-
formance, usually measured by some large-scale prop-
erty such as top-of-the-atmosphere radiation or fore-
cast skill for the 500-hPa height. This tuning, while nec-
essary, may introduce compensating errors. Thus, each
model has its own unique “model climate,” which dif-
fers among the models and from reality in subtle ways.
It is expected that a regional model whose moist pa-
rameterization is substantially different from that in the
global model used to generate the lateral boundary
conditions will react by redistributing water between
different reservoirs. A model with a somewhat dry cli-
mate compared to the lateral boundary forcing may, for
example, react by producing excess precipitation to rid
itself of the “perceived” excess water. Here we com-
pare model results to soundings, making it impossible
to judge how much of the error is already present in the
boundary conditions from the ECMWF model that is
forcing the regional models. Certainly, the very largest
errors, at the highest IWVs, likely come either from the
boundary forcing fields or from errors in the soundings.
The decreasing frequency as IWV increases makes it
difficult to identify the reason for the error. However,
the systematic and increasing negative bias as IWV in-
creases past approximately 12–13 kg m�2 seems to sug-
gest that the problem might lie in the interaction with
the boundary-forcing fields from the ECMWF analysis.

Figure 11b shows the mean LWP for each model and
the observations as a function of the IWV; all cases
were used regardless of the presence of clouds. As ex-

FIG. 10. PDFs of the ratio of the LWP to the total CWP for the
whole SHEBA year.

FIG. 9. PDFs of the (a) total CWPs (b) IWPs, and (c) LWPs
(g m�2) for the whole SHEBA year.
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pected, a dryer atmosphere (low IWV) gives rise to less
dense liquid-water clouds (low LWP) and vice versa. It
also seems that the actual values of LWP for a given
IWV are much higher than in the observations for most
models, except for the very thinnest clouds. It is inter-
esting to note that the model with the largest IWV error
(most underpredicted IWV) for any given observed
value (i.e., ARCSYM) is also the model with the largest
LWP for that IWV. The opposite is also true; the model
with the smallest IWV error (i.e., REMO) tends to have
the lowest LWP at high IWV. One may therefore
speculate that errors in IWV result partly from a ten-
dency in some models to form liquid clouds more easily
than other models. This error should be the most im-
portant in summer when the IWV is large, which is at
least partly supported by Fig. 3. A similar correlation
between modeled IWP and IWV is, however, not ob-
vious (Fig. 11c). Models with a large LWP for a given
IWV do not necessarily also have a large IWP or vice
versa, although ARCSYM and both COAMPS runs
seem to have the largest LWP and the lowest IWP for
a given IWV.

Although we do not attempt to utilize observational
data for the height distribution of cloud water, it is
informative to compare how the different models dis-
tribute the cloud water vertically. Figure 12 shows the
probability of cloud water (liquid plus ice) for all the
models as a function of height (COAMPS Ice is not
shown because it is nearly identical to COAMPS). Sev-
eral similarities and differences can be identified.
Clouds are frequently simulated within the lowest few
hundred meters, which is consistent with Arctic obser-
vations (Intrieri et al. 2002; Tjernström et al. 2004).
However, the frequency of cloud water (CW) through
the first 300 m illustrates intermodel differences.
COAMPS tends to have fewer and less dense low-level
clouds that are somewhat evenly distributed with
height. The ARCSYM low-level CW distribution shows
a strong decrease with altitude, suggesting a preference
for shallow and thin low clouds. REMO and RCA have
a similar CW distribution to COAMPS, but with much
higher frequencies, suggesting more frequent thicker
and denser low-level clouds. HIRHAM shows a rela-
tive minimum in CW at the lowest model levels, with a
maximum near 200 m. Polar MM5 also has a CW maxi-
mum through the lowest levels, with an abrupt cutoff at
0.015 g kg�1. All models, except Polar MM5, show
lower CW around 1 km, but the thickness of this mini-
mum varies between models. Polar MM5, as an excep-
tion, has a dramatically different structure with a pecu-
liar maximum stretching from the low levels up through
the midtroposphere; this explains its results in Fig. 9c.
This distribution has a cutoff-like upper limit indicating

FIG. 11. Plots of (a) the mean error (model � observations) of
the IWV (g m�2) as a function of its observed value, and (b)
LWPs and (c) IWPs (g m�2) as a function of the IWV for the
whole SHEBA year.
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an artificially fast transfer of cloud water to precipita-
tion for higher values of CW. Polar MM5 also has a
minimum of occurrences of cloud-free conditions
through 1–5 km. Common to all models are clouds ap-
pearing in the upper free troposphere, between ap-
proximately 5 and 8 km. A significant difference among
models, however, is the frequency of occurrence of
these clouds. COAMPS has the lowest occurrence with
the lowest CW values; ARCSYM, REMO, and Polar
MM5 also have low values of CW but at a higher fre-
quency; Polar MM5, HIRHAM, and RCA have higher
probabilities of high CW above 2–5 km. There are also
notable differences in the seasonal behavior among the
models (not shown).

Errors in CW and cloud geometry both contribute to

errors in CWP; however, observations of cloud water
content in all cloud types for long periods are difficult
to obtain. An attempt is made here to estimate the
mean liquid water content using a combination of LWP
and cloud geometry for single-layer liquid clouds; only
clouds with a top below 2 km were used. Figure 13
shows that for mean cloud liquid water content below
60 g m�3, the scatter between the models is substan-
tial. HIRHAM does reasonably well, but REMO and
RCA overestimate and COAMPS, Polar MM5, and
ARCSYM underestimate the frequency of small val-
ues. The models agree well for higher values but tend to
overestimate their frequency. This indicates that when
clouds are present in these models, they are too seldom
thin clouds (especially in COAMPS and ARCSYM),

FIG. 12. Contour plots of the probability of occurrence for total cloud water content (g kg�1)
as a function of height for (a) COAMPS, (b) RCA, (c) ARCSYM, (d) HIRHAM, (e) REMO,
and (f) Polar MM5.
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but occurrence of thick clouds is more realistic. Note,
however, that this analysis is valid only for single-layer
liquid clouds and that the implication for radiation er-
rors on a seasonal time scale is difficult to interpret.

c. The cloud–radiation interaction

Cloud-related radiation errors can result either from
an erroneous simulation of the clouds (too little or too
much, at the wrong altitude, or with the wrong phase)
or from errors in the way the cloud–radiation interac-
tion itself is described. Even perfectly simulated clouds
are not sufficient if their impact on the radiation is
described erroneously.

Figure 14 shows PDFs of radiation errors split into
cloudy and clear situations for winter and summer, here
defined as November–April and May–September, re-
spectively. For shortwave radiation (Fig. 14a), only
summer is considered. Clear and cloudy situations are
distinguished based on thresholds in the total cloud wa-
ter path. Somewhat arbitrarily, cloud-free conditions
are here assumed for CWP � 5 g m�2; CWP � 20 g m�2

is considered cloudy. Varying these values within rea-
son has only small consequences for the results. In con-

→

FIG. 14. PDFs of the model errors in (a) shortwave and (b)
longwave radiation for summer 1998 and (c) longwave radiation
for the 1997/98 winter season (W m�2). The results are divided
into clear and cloudy conditions. Note that the data used are only
from occasions when observations and models agree on the pres-
ence of clouds.

FIG. 13. PDF of the mean liquid water content (g m�3) from the
models and the observations for single-layer liquid water clouds
with cloud tops below 2 km. In the models, this is calculated
directly from the model output; from the observations, it is cal-
culated from the cloud boundaries and the LWP.
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trast to previous comparisons, however, these results
consider only cases where the models and the observa-
tions agree on the presence of clouds. Moreover, for
solar radiation we also require the sun to be more than
10° above the horizon. This reduces the number of
cases to evaluate, especially for cloud-free conditions in
summer, which are scarce. For the winter we found
about 300 and 200 3-h periods where the models cor-
rectly simulated the presence and absence of clouds,
respectively. The corresponding numbers for summer
are 500–600 cases with clouds present and only about
100 with clouds absent; these numbers are slightly dif-
ferent for shortwave and longwave radiation, depend-
ing on the available observations, and vary somewhat
between the models depending on their performance.
The relative lack of data for cloud-free conditions in
summer may give rise to more uncertain statistics for
clear compared to cloudy conditions and an unfair com-
parison. This could be remedied by randomly subsam-
pling the cloudy data, but at the expense of statistical
quality.

For summer shortwave radiation (Fig. 14a), the PDFs
show a significant variability, 	 � ��100 W m�2, with
mostly negative peaks especially for cloudy conditions.
For clear conditions, the model ensemble average PDF
peaks at ��15 W m�2, although each model has a
unique PDF shape. Polar MM5 and ARCSYM have
peaks at positive values; both COAMPS runs and
REMO have negative peaks and HIRHAM has a wide
PDF without a significant peak. For cloudy conditions,
the model-ensemble median error is larger, at about
�30 W m�2, but although the error PDF tails are
slightly longer, the width of the peaks for the different
models are narrower (	 � ��70 W m�2) and more
consistent among models.

A similar pattern occurs for summer longwave radia-
tion (Fig. 14b). The model ensemble average PDFs for
clear and cloudy conditions peak at ��20 W m�2 and
�15 W m�2, respectively. The intermodel scatter for
clear conditions is larger than for cloudy conditions,
although the variability for each model’s PDF is about
the same, 	 � ��25 W m�2. RCA and REMO sys-
tematically overestimate clear-sky longwave radiation
and Polar MM5 and COAMPS underestimate it;
ARCSYM and HIRHAM have PDF peaks closest to 0.

Thus, in general, there is a deficit in downwelling
radiation during summer. Somewhat surprisingly, the
intermodel differences are the smallest for cloudy con-
ditions, although some of the larger variability for
cloud-free conditions may be due to undersampling.
The systematic underestimation of the downwelling
longwave radiation under cloudy skies in all models is
surprising in view of the preference for low clouds in
the Arctic summer. Most of the radiation should come
from a cloud base that has a relatively well-constrained
temperature, at least through the melt season when the
surface temperature seldom deviates from �2 to 0°C,
imposed by melting snow and ice (Tjernström et al.
2004). It is also surprising that both shortwave and long-
wave radiation are biased low. If the modeled clouds
were too optically thick but otherwise correctly simu-
lated, one would expect a negative bias in shortwave
radiation. However, the longwave radiation would not
necessarily have to be in error; it could even have a
positive bias depending on the temperature profile and
total optical thickness. Figure 15 shows the median er-
ror in downwelling longwave radiation as a function of
the error in cloud-base temperature, interpolated from
the model data and soundings regardless of errors in
cloud-base height. Although the actual scatter is signif-
icant, it is obvious that a substantial part of the long-
wave radiation error can be explained by errors in
cloud-base temperature. A negative bias in cloud-base
temperature could result either from overpredicted
cloud base heights or from underpredicted atmospheric
temperatures. Because the results (Fig. 4) suggest that
the modeled cloud bases are, if anything, too low, a
temperature bias is a more likely cause. Such a bias was
also found by TEA05; evaluated against soundings,
modeled summer temperatures were biased low by up
to 2°C below a few hundred meters (see their Fig. 16a).

For the longwave radiation during the winter half of
the year (Fig. 14c), the situation is dramatically differ-
ent. Here the error for clear cases shows a relatively
small scatter, 	 � �10 W m�2, around an only slightly
negative peak. For the cloudy cases, however, there is a
significant underestimation of longwave radiation in
all models as well as greater intermodel differences.

FIG. 15. Error of downwelling longwave radiation (W m�2) as a
function of the cloud-base temperature error (°C) during summer.
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The model ensemble average PDF has a median
around ��30 W m�2, with 	 � �25 W m�2, and a long
tail down to ��100 W m�2. The reason for this behav-
ior becomes clear when reexamining the time series of
LWP in Fig. 8a, which shows a lack of liquid water in
winter clouds. Clearly, this issue contributes adversely
to the surface radiation balance in winter. Preliminary
case study modeling results from the Mixed-Phase Arc-
tic Cloud Experiment (M-PACE) (Prenni et al. 2007)
suggest that failures to produce sufficient liquid water
are a consequence of applying parameterizations for
ice-forming nuclei (IFN) that are based on midlatitude
observations. The liquid water presence in Arctic
clouds is apparently critically sensitive to the number of
IFN, which seems to be systematically lower in the Arc-
tic atmosphere than elsewhere. Prenni et al. (2007)
show that by adjusting the parameterization to produce
IFN concentrations in line with observations, models
are better able to sustain liquid water.

Finally, Fig. 16 summarizes the cloud–radiation inter-
action for the different models. Figure 16a shows the
adjusted surface shortwave radiation as a function of
total CWP for all models and observations. The ad-
justed radiation is defined as the actual surface short-
wave radiation divided by the cosine of the solar zenith
angle 
. Only cases where 
 � 80° are used to exclude
cases that have strong edge effects (with solar radiation
reaching the surface slantwise through holes in clouds
or being reflected at the edges of cloud holes). Al-
though this very simplistic analysis does not cover all
aspects of cloud attenuation of solar radiation, a com-
parison to observations under the same conditions can
be performed. All models overestimate the attenuation
for low CWP. For larger CWP, the models group into
three categories: REMO, HIRHAM, and Polar MM5
significantly overestimate attenuation of solar radiation
and the other models (except COAMPS) are scattered
around the observations. COAMPS has a unique be-
havior with a much weaker dependence on CWP, re-
sulting in overestimated attenuation for thinner clouds
and an underestimated attenuation for thicker clouds.

Similarly, the longwave cloud–radiation interaction is
illustrated in Fig. 16b. Here we use the apparent sky
emissivity, defined as the downwelling longwave radia-
tion divided by the blackbody radiation with respect to
the 2-m temperature, to normalize out seasonal differ-
ences. Many models (both COAMPS runs, Polar MM5,
RCA, and ARCSYM) have a too low apparent emis-
sivity for thin clouds, approaching cloud-free condi-
tions. For COAMPS and RCA, this error is also present
for denser clouds, but Polar MM5 and ARCSYM over-
estimate the apparent emissivity at high CWPs.
HIRHAM and REMO agree well with observations;

both are indistinguishable from the observations at the
95% level (using a double-sided Student’s t test, not
shown).

4. Conclusions

This study considers errors in surface radiation in six
regional models participating in the ARCMIP first
experiment as a starting point. Previous studies (Rinke
et al. 2006) showed that the large-scale properties in
these simulations are well constrained by the lateral-
boundary forcing. TEA05 showed that although the
temporal description of radiation is adequate in terms
of correlation to the observations, model radiation
fields suffer from systematic biases; here the down-

FIG. 16. Normalized influence of clouds on surface radiation: (a)
median of the downwelling shortwave radiation (W m�2) divided
by the cosine of the solar zenith angle and (b) median of the
downwelling longwave radiation divided by the blackbody radia-
tion with respect to the 2-m temperature, both as a function of
total CWP (g m�2) for all the models and the observations.
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welling radiation at the surface is found to be consis-
tently biased negative in many of the models. This study
thus focuses on the representations of the modeled
clouds and relationships to these radiation errors. One
important thing to consider in this context is that this
study is not a “beauty contest” among models; our em-
phasis is on finding common features among the models
rather than on labeling any particular model as better
or worse than any other.

With a few exceptions, the models evaluated here
produce reasonable CWP climatologies. However, in
direct comparisons to observations, including the tem-
poral behavior, the comparisons are very poor. Given
this fact, it is surprising that the correlations between
modeled and observed radiation are relatively good
(TEA05), suggesting a tuning in the models involving
parameters such as cloud fraction and cloud overlap
assumptions. Cloud faction is not a predicted variable
but is determined uniquely in different models based on
variables like relative humidity and/or cloud water.
There are striking differences between how different
models vertically distribute cloud water, particularly
when considered on a seasonal basis. The main conclu-
sions about the model cloud characterization are the
following:

• There is a tendency, common in all models, to over-
estimate the occurrence of low and geometrically thin
clouds. The models often locate the lowest cloud base
at their respective lowest vertical grid point. Thus,
although a preference for low clouds is in principle
supported by the observations, the apparent agree-
ment for the lowest cloud-base heights in several
models could be fortuitous, resulting from a location
of the lowest model level at around the same level as
where the observations indicate the most commonly
occurring lowest cloud base. As a consequence, mod-
els with higher near-surface resolution consistently
have lower lowest cloud-base heights.

• The lowest cloud-top heights are somewhat too low.
All models agree on a minimum occurrence of clouds
between 1 and 5 km but tend to underestimate the
occurrence of high clouds.

• Some models overestimate the occurrence of high
CWP, many models underestimate the occurrence of
low-to-medium CWP, and most models overestimate
the occurrence of low CWP (in some models by as
much as a factor of 2).

• Completely clear conditions are almost absent in the
models and occur more seldom than in reality.

• Distinguished by phase, the modeled frequencies of
high IWP and medium LWP are generally underes-
timated.

Modeled clouds that are systematically too low and
thin, together with an overrepresentation of clouds with
lower CWP, suggest an underestimation of cloud at-
tenuation of solar radiation reaching the surface. The
low bias for lowest cloud-base heights would likewise
imply a slightly higher downwelling longwave radiation
due to warmer cloud-base temperatures, all else being
correct. Neither of these expected effects, however,
seems to be the case. The story behind the radiation
errors is instead one of compensating and overcompen-
sating errors in the models. In summary,

• The negative bias in downwelling longwave radiation
at the surface is shown to be a combined effect of
model temperature biases in summer (all models ex-
cept COAMPS are 1–2°C too cold below a few hun-
dred meters; see TEA05) and an almost total lack of
liquid water in winter clouds, in contrast to the ob-
servations (Intrieri et al. 2002). It is interesting to
note that the more advanced models, in the sense of
carrying separate prognostic equations for different
types of hydrometeors, do not perform better than
simpler models with just one single prognostic equa-
tion for cloud water.

• For solar radiation, present only in summer, a nega-
tive bias is found both for clear and cloudy condi-
tions. For cloudy conditions, model cloud–radiation
interactions appear to overestimate the solar attenu-
ation for a given CWP. The source of clear-sky errors
may be related to overestimated aerosol attenuation,
which may be more characteristic of midlatitude con-
tinental conditions.

One might speculate that the model difficulties in
characterizing low clouds and the reason for the sum-
mer cold bias in many models are related to the models’
ability to resolve the “Arctic inversion.” TEA05 evalu-
ated profiles from all these models using the SHEBA
soundings. They concluded that the largest errors in the
temperature profiles in all seasons were found below
about 1 km. Consequently, Tjernström and Graversen
(2008, manuscript submitted to Quart. J. Roy. Meteor.
Soc.), also based on an analysis of SHEBA soundings,
found that the main boundary layer inversion in the
Arctic is usually below 1 km. These low-level tempera-
ture errors were different in different models and for
different seasons. TEA05 also speculates, based on the
shape of the temperature-bias profiles, that a possible
reason for the summer cold bias is an overestimation of
low-level cloud-top cooling. A thorough analysis of the
ability of the models to resolve the Arctic inversion is
beyond the scope of this paper.

We suggest in conclusion that the explanations for
model surface radiation errors are partly due to micro-
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physics assumptions in the models related to climato-
logical differences in aerosol loading in the Arctic as
compared with lower latitudes. Recall that closure as-
sumptions both for the moist physics and for the cloud–
radiation interactions largely rely on experimental evi-
dence at lower latitudes. Such impacts are most clearly
manifested in the lack, or total absence, of modeled
liquid water in cold winter clouds, presumably due to
errors in the description of ice nuclei (e.g., Prenni et al.
2007). In a model experiment Prenni et al. (2007) show
that excessive IFN concentrations leads to glaciation of
cold winter clouds and a subsequent underestimation of
downwelling longwave radiation. For summer, we
speculate that radiation errors could be caused by over-
estimated optical thickness for a given CWP over a
broad range of CWP values. Fewer aerosols and CCN
in the summer Arctic, documented from field experi-
ments (Covert et al. 1996, Heintzenberg et al. 2006),
would result in smaller aerosol direct and indirect ef-
fects. By not accounting for these effects, the atmo-
spheric attenuation of solar radiation at the surface is
overestimated.
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